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1 Appendix 1: Algorithm 1

Algorithm 1 Order-2 structural correction. Prob%TP = 025C (Prob%,, {Prob%’, e ,Prob%}, A, MD)

Input: probability distributions of sources Prob%} g ,Prob%; traditional outcome Prob¥ p; dependency matrix
Mp; entanglement degree A;
Output: outcome on order-2 structure Prob%T I
% Generate maximum structural entanglement belief E.
1: for i+ 1:|Y| do
E(AY) « 1— %
end for
% Construct entanglement matric Mg.

4: for i< 1:]Y| do

5. for j< 1:]Y| do

6: if i = j then

7 Mg(i,i) « 1 — E(Af) X A;
8: else BT )

o Mg (i, ) & ST MG
10: end if

11: end for

12: end for

% Correct belief updating.
13: for i< 1: N do
14:  A;+ Mg x (P'rob%p — Probzy);

15 Prob}; + Prob) + A;
16: end for

17: Prob%;mp ~~ Zf\il Probg’i;

% Normalize the probability distribution.

18: if min ProbY < 0 then

temp
ProbY

 (A¥)4+min ProbY,
19: PrObgTP(A;‘X) Y temp (A7 )+min Pro

temp .
> (Proby +min ProbY.

)
Yemp Remp)

20: else
21:  Proby,p + Prob
22: end if

Y

temp;




Table 1: Relationships of notions in the aforementioned uncertainty models.
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3 Appendix 3: Example 4.

Example 1. Consider two order-2 probability distributions Proby = {0.8,0.15,0.05} and Probd = {0.7,0.25,0.05},

1 0 08
and the dependency matriz is Mp = | 0 1 0 |. Suppose the contextual knowledge consists of R = {1,1},
08 0 1

a =0, and A\ =0.7. The calculation processes of SLF-CR and its order-2 structural version are as follows:
1. Generate ordered weights vector, w = {0,1}.

2. Calculate the SLF,
L = {0.56,0.0375,0.0025}.

8. Calculate the outcome of SLF-CR,
Prob% = {0.9333,0.0625, 0.0042}.

4. Generate the entanglement matriz,

0.6889 0 0.3111
Mg = 0 1 0
0.3111 0 0.6889

5. According to the Line 13-16 in Algorithm 1, the corrected distributions are
Prob%il = {0.8776,0.0625, 0.0599},
Proby. , = {0.8465,0.0625,0.0910}.

6. According to the Line 17-21 in Algorithm 1, the outcome of order-2 SLF-CR is
Probéo2 = {0.8620, 0.0625, 0.0755}.



4 Appendix 3: probabilities in Example 8.

4.1 Probability distributions from sources

Prob, (Fy) = 0.12, Prob; (F») = 0.1, Proby (F3) = 0.15,

Prob, (F$) = 0.15, Prob; (FY) = 0.03, Prob, (F3) = 0.1,
Proby (F2) = 0.25, Prob, (F2) = 0.08, Prob, (F?) = 0.02,
Proby(F;) = 0.1, Proby(Fy) = 0.15, Proby(F3) = 0.07,
Proby(F?) = 0.23, Proby(F3) = 0.1, Proby(F}) = 0.1,
Proby(F2) = 0.05, Proby(F2) = 0.12, Proby(F2) = 0.08,
Probs(F;) = 0.18, Probs(Fy) = 0.05, Probs(Fy) = 0.15,

(
Probs(F3) = 0.05, Probs(F3) = 0, Probs(F7) = 0.12,
Probs(F2) = 0.3, Probs(F3) = 0.1, Probz(F?) = 0.05.

4.2 Fusion outcomes

Probp(Fy) = 0.177, Probp (F) = 0.062, Probp (F3) = 0.129,
Probp(F2) = 0.141, Probp (FY) = 0, Probp (Fy) = 0.098,
Probp (F3) = 0.307, Probp (F2) = 0.079, Probp (F7) = 0.007.
Proby,(Fy) = 0.35, Proby,(Fy) = 0.201, Proby, (Fy) = 0.251,
Proby,(F3) = 0.063, Proby,(Fy) = 0.033, Proby, (FZ2) = 0.003,
Proby,(F}) = 0.021, Proby,(F2) = 0.052, Proby,(F3) = 0.017,
Proby,(F2) = 0.0

Probe(F)) = 0.135, Probg (Fy) = 0.092, Probg(F3) = 0.121,
Probg (F?) = 0.137, Probg (Fy) = 0.003, Probe (F2) = 0.048,
Probe (F2) = 0.006, Probg (Fg) = 0, Probg (FZ) = 0.006,
Probe(F2) = 0.104, Probg (F2) = 0.19, Probg (F2) = 0.096,
Probg (F3) = 0.004, Probg (F7) = 0.053, Probg (FY) = 0.005.



